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The rich dynamical behavior stemming from unidirectional coupling in a single array of overdamped non-
linear elements has, recently, been extensively studied. By adjusting control parameters, one obtains regimes of
oscillations with a frequency that scales in a characteristic way with the control parameter. With an external
time-sinusoidal driving signal, a richness of synchronized �to the drive frequency or its subharmonics depend-
ing on the control parameter� dynamical behavior ensues. Including M �2 arrays with a suitably chosen cross
coupling has also been shown to lead to multifrequency patterns in the emergent dynamics. Here, we consider
this arrangement and demonstrate that, under the appropriate conditions, the oscillation frequency of each
successive array decreases by a rational factor with increasing M. This frequency down-conversion, obtainable
without a heterodyning signal, affords the promise of very efficient signal processing in a variety of applica-
tions wherein, currently, the frequency down-conversion stage typically involves multistep processes with
complicated and �often� noisy circuitry.
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I. INTRODUCTION

Nonlinear physical systems are known to show very rich
spatiotemporal behavior as has been demonstrated in areas as
diverse as biology �1� and fluid mechanics �2�. In particular,
multifrequency spatiotemporal behavior has been reported in
systems of coupled bistable elements �3�. In our previous
work �4–6�, we described the emergence of oscillations in a
unidirectionally coupled ring of N overdamped bistable ele-
ments; this novel behavior is already being exploited in a
new class electric and magnetic field detectors wherein a ring
of unidirectionally coupled nonlinear components comprises
the “active” element of the detector. In addition, we have
shown the implications of symmetry together with the array
dynamics in the generation of multifrequency oscillations in
coupled arrays of �excitable� nonlinear elements �7�; one
finds, in particular, that frequency upconversion by a factor
of N is possible, with bidirectional �in contrast to the current
work� interarray coupling.

Frequency downconversion, on the other hand, is more
complicated to generate via coupled nonlinear array dynam-
ics; it is, however, a critical step in many modern signal
processing applications wherein a high-frequency signal
must be down-converted before it can be applied to an
analog-to-digital converter �ADC�. Various means �most in-
volving some form of heterodyning with a reference signal�
are employed to this end, but they are, sometimes, inefficient
and often the procedure can raise the noise floor of the de-
vice through the heterodyne signal generator.

In this work we show how a high-frequency signal can be
down-converted by passing it through a cascade of arrays of
unidirectionally coupled overdamped bistable elements. The

coupling scheme as well as the choice of element dynamics
is very different from our earlier work �7�; accordingly, the
mechanism of down-conversion is also significantly differ-
ent. As an example, we find that the frequency down-
conversion can be by a factor of 1 /2, 1 /5, or 1 /11 for two
coupled arrays of three elements �N=3,M =2�. A generaliza-
tion to larger M is also provided. While our work lays the
foundation for very efficient down-conversion for a variety
of practical applications, we focus the current paper only on
a first reporting of the theoretical �including numerical� re-
sults. We use analysis tools that emphasize the symmetry of
the networks to help us better understand the organization
and stability properties of the ensuing behavior while provid-
ing the means for determining both invariance and changes
in the system without going deep into the analysis of its
dynamics. We note that the robustness of a given network
guarantees that certain patterns of oscillation persist regard-
less of the internal dynamics of each individual nonlinear
element.

II. NETWORK CONFIGURATIONS AND SYMMETRIES

We define a cell as an individual element, typically repre-
sented via the evolution of a state variable, ẋ= f�x ,��, with
the overdot denoting a time derivative and ��Rp a vector of
cell parameters. Further, f :Rn�Rp�R is a smooth function.
There are inherent properties of the network dynamics that
may be restricted by symmetry, including local �dictated by
individual cell dynamics� and global �predicated by the cou-
pling� symmetries �8�. The dynamics of an individual cell in
an array are represented by ẋi= f�xi ,��+� j→i�ijh�xi ,xj�,
where xi= �xi1 , . . . ,xik��Rk denote the state variables of cell
i and the function h defines the coupling �having strength �ij�
between cells i and j.

We start with a special case of the more general setup
depicted in Fig. 1, a network of two coupled arrays with
dynamics described by
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ẋi = f�xi,�� + �
j→i

�ijh�xi,xj� ,

ẏi = f�yi,�� + �
j→i

�ijh�yi,yj� + cijk�yi,xj� , �1�

where yi= �yi1 , . . . ,yik��Rk denote the state variables of cell
i in the second array and k is an interarray coupling function,

cij being the corresponding coupling strength. Notice the uni-
directional coupling in each array and also between adjacent
cells in the two arrays. The opposite directions of the intra-
array couplings should also be noted. The unidirectional in-
terarray coupling yields a network with global symmetry de-
scribed by the direct product group ZN�ZN, in which ZN is
the group of cyclic permutations of N objects. Each element
of the direct product group permutes, simultaneously, each
element of the corresponding arrays. For the moment, there
is no externally applied signal.

To study the patterns of behavior for the M =2 case of the
network in Fig. 1, we use X1�t��X�t�= (x1�t� , . . . ,xN�t�) to
represent the state of one array and X2�t��Y�t�
= (y1�t� , . . . ,yN�t�) to denote the state of the second array.
Thus, at any given time t, a spatiotemporal pattern generated
by the network can be described by P�t�= (X�t� ,Y�t�). To
begin the analysis, let us assume that both arrays exhibit a
traveling-wave �TW� pattern with period T. That is, the wave
forms produced by each array are identical, but out of phase
by a constant time lag �=T /N. We also make a second as-
sumption that the X2 array oscillates at m times the period of
the X1 array, where m is a nonzero integer. Thus, P�t� has the
form

P�t� = �x�t�,x„t + �N − 1��…, . . . ,x�t + ��,y�t�,y�t + m��, . . . ,y„t + �N − 1�m�…� , �2�

where the X1 array exhibits a TW in the opposite direction of the X2 array, a direct result of the opposite orientation of their
coupling schemes. For simplicity, we further assume that N=3 and that the units are coupled as is shown in Fig. 1. From Eqs.
�2�, a solution to this network has the form

P�t� = �x�t�,x�t +
2T

3
	,x�t +

T

3
	,y�t�,y�t +

mT

3
	,y�t +

2mT

3
	
 . �3�

Now assume that P�t� has spatiotemporal symmetry described by the cyclic group ��Z3�Z3 and by the group S1 of
temporal shifts. Together, ��Z3�Z3�S1 acts on P�t� as follows. First, � acts as a permutation:
� : �1,2 ,3 ,1� ,2� ,3��� �3,1 ,2 ,3� ,1� ,2��, so that

�P�t� = �x�t +
T

3
	,x�t�,x�t +

2T

3
	,y�t +

2mT

3
	,y�t�,y�t +

mT

3
	
 . �4�

Then S1 shifts time by mT /3 so that

��,
mT

3
	P�t� = �x�t +

m + 1

3
T	,x�t +

m

3
T	,x�t +

m + 2

3
T	,y�t + mT�,y�t +

m

3
T	,y�t +

2m

3
T	
 . �5�

Since the cells are assumed to be identical, it follows that
��Z3�Z3�S1 is a spatiotemporal symmetry of the net-
work provided that X�t�=X�t+ m+1

3 T� and Y�t�=Y�t+mT�. But
X1 is T periodic, which implies that m=3k−1, where k is a
nonzero integer. As k increases �starting at 1� we obtain the
following values for m: 2,5,8,11,14,17,20,23,…. When
m=2, for instance, the X2 array oscillates at 1 /2 the
frequency of the X1 array. Likewise, m=5 suggests that the
X2 array oscillates at 1 /5 the frequency of the X1 array. The

case when m=8 should be excluded, however, since
m=8=22�2.

As N increases, similar frequency down-conversion
ratios emerge. A bifurcation analysis shows that the
regions of existence of these frequency ratios form a
well-defined partition, in parameter space ��2 ,cxy�, which
is reminiscent of Arnold’s tongue structures. In
general we find �noting that N is odd� �X1

/�X2
=N−1,2N

−1, . . . ,Nk−1.
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FIG. 1. Generalized network configuration of M arrays of
coupled cell units. Each array contains N elements.
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One would expect that analogous behavior is obtained
when the cross-coupling topology is altered, as shown in Fig.
2, for example; the global symmetries of this network are
now defined by

��3,2,1,1�,2�,3�� � �2,1,3,2�,3�,1�� .

Repeating a similar analysis �not shown for brevity� leads us
to conclude that this latest group of symmetries would force
the Y array to oscillate at �1,4 ,7 , . . . ,3k−2� times the period
of the X array in addition to the 1/2- and 1/5-frequency
relations of the previous network. Again a well-defined par-
tition associated with the various down-conversion ratios are
found, in the parameter space ��2 ,cxy�, for larger arrays.

III. SIMULATIONS

To verify the existence of these oscillations, we define the
individual dynamics of each cell to be that of a prototypical
bistable system, an overdamped Duffing oscillator with in-
ternal dynamics given by f�x�=ax−bx3 and the �unidirec-
tional� intra-array coupling functions by h�xi ,xi+1�=xi−xi+1

and h�yi ,yi−1�=yi−yi−1, respectively. The interarray connec-
tions are unidirectional as shown in Fig. 1; hence, the
X1-array dynamics has no dependence on the X2-array dy-
namics. Then, the network dynamics are represented by the
system

�ẋi = axi − bxi
3 + �1�xi − xi+1� ,

�ẏi = ayi − byi
3 + �2�yi − yi−1� + cxyxi, �6�

where i=1, . . . ,N mod N, a and b are positive constants that
describe the dynamics of the individual cells, and �1 and �2
define the intra-array coupling strengths for the X1 and X2
arrays, respectively, with cxy the interarray coupling coeffi-
cient. � is a system time constant.

First assume that there is no cross coupling—i.e., cxy =0.
Then �6�, �1c=a /2 is the critical coupling strength beyond

which the X1 elements oscillate. Accordingly, if the coupling
strength of the X2 array is below the critical coupling
strength, i.e., �2	�c, and the coupling strength of the X1
array is above, �1
�c, then we would obtain the pattern
shown in the left panel of Fig. 3 for the X1 elements, but the
X2 array would be quiescent.

Increasing the cross-coupling strength cxy 
0 induces the
X2 array to oscillate �above a critical value of cxy� with fre-
quency �X2

=�X1
/5; this is shown in the bottom right panel

of Fig. 3. Increasing further the cross coupling cxy causes the
X2 array to oscillate at 1 /2 the frequency of the X1 array.
Additional frequency down-conversion ratios 1 /2, 1 /5, and
1/ �3k−1�, where k=1,2 ,3 , . . ., are also observed as the cross
coupling cxy increases further.

IV. CASE OF A TIME-PERIODIC INPUT SIGNAL

So far, we have considered emergent oscillations, and the
frequency down-conversion resulting from the intra-array
coupling depicted in Fig. 1, in the absence of an external
signal. The oscillations emerge when the control parameters
�the coupling coefficients� push the system through a critical
point, it being assumed, always, that all the elements had
random initial conditions �as in any reasonable physical sys-
tem�. As in our previous work �for the M =1 case� �5,6�, the
emergent oscillations in each cell of the array are nonsinu-
soidal and have a well-defined phase difference �between
cells�, and the frequency shows a characteristic scaling be-
havior with the control parameter�s�, in this case the cou-
pling coefficients.

The above considerations allow us to transition, smoothly,
to the discussion of the down-conversion effect when an

2xy
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FIG. 2. Network of two coupled arrays similar to that of Fig. 1,
except for the cross-coupling scheme. This network also affords
various frequency down-conversion ratios.
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FIG. 3. Numerical simulations showing the frequency down-
conversion effect. The bottom panels depict the corresponding
power spectra density �PSD� where it can be checked that each
element in the X2 array oscillates at 1 /5 the frequency of each
element in the X1 array �0.001186 Hz� 1

50.00593 Hz�. Parameters
are cxy =0.14, �1=0.51, �2=0.3, a=1, b=1, and �=1.
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external sinusoidal signal � sin �t is applied to the X1 array.
The network equations �6� are then augmented by the term
� sin �t on the right-hand side �rhs� of the xi dynamics. In-
tuitively, one would believe that, because of the unidirec-
tional interarray coupling, the above considerations �specifi-
cally, the frequency down-conversion ratios for �X2

/�X1
�

still hold true; once the response of the X array is known, the
frequency can be down-converted through a suitable choice
of the coupling parameters �2 and cxy. Numerical simulations
indicate that this is, indeed, the case although additional fre-
quency entrainment between the external signal and the os-
cillations of the X1 array must be taken into consideration.
The response of the X1 array to the external signal was quan-
tified in �6,9� for different �soft-potential� coupled systems.
We have shown �Fig. 4 in �6�� that, depending on the param-
eters � and �1, the frequency �X1

of each element in the X1

array can be entrained to � /n with n a positive integer. Then,
given the frequency �X1

, the response of the X2 array is
activated by setting cxy 
0 and the frequency down-
conversion ratios already obtained above are now applied to,
in essence, the external frequency �. As an example, we
consider the case of the X1 array entrained to the frequency
�X1

=� /3 �corresponding to region II in Fig. 4 of �6��. When
the cross coupling is activated to cxy =0.14 we observe the
1/5-frequency down-conversion from the X1 array and the
effective frequency of the X2 array is �Fig. 4� 1/15 the fre-
quency of the applied periodic signal.

We would expect that extending our results to a cascade
of coupled networks �M 
2�, with each array down-
converting the frequency of the preceding array via the rules
already described above, should be readily possible. We find,
in fact, that a network of multiple arrays can achieve a low-
ering of frequencies in each successive array. A mathematical
representation of the network is given by the following sys-
tem of ordinary differential equations �ODEs�:

ẋ1i = ax1i − bx1i
3 + �1�x1i − x1�i+1�� + � sin��t� ,

ẋ2i = ax2i − bx2i
3 + �2�x2i − x2�i−1�� + c12x1i,

] = ]

ẋMi = axMi − bxMi
3 + �m�xMi − xM�i−�− 1�M�� + c�M−1�Mx�M−1�i,

�7�

where i=1, . . . ,N mod N, � j corresponds to the coupling of
array j, for j=1, . . . ,M, cxjl

denotes the coupling from array
j to array l, and M is the total number of arrays coupled
together. Notice that all the arrays are coupled unidirection-
ally from one to another and the elements within each indi-
vidual array are also unidirectionally coupled, but the direc-
tion of coupling alternates from one array to the next—i.e.,
from clockwise to counterclockwise and so on. This pattern
of coupling has been chosen so that the bifurcations that lead
to the multifrequency patterns are still present in the net-
work.

As an example, let N=3, M =3, so that oscillations in the
X1 array occur only when �1
a /2=0.5. The existence of
multifrequency patterns in each successive array �j
1� re-
quires � j 	0.5. Thus, by setting the intra-array coupling
strengths to ��1 ,�2 ,�3�= �0.51,0.3,0.3� and the cross cou-
pling to �cx12

,cx23
�= �0.14,0.14� we achieve a down-

converting of frequency from the X1 array to the X2 array and
again from the X2 array to the X3 array. We reiterate that
when the cross coupling �c12,c23� is turned off, or set below
the critical values, the elements in the X2 and X3 arrays are
quiescent. So we can conclude that the oscillations emerge
directly from the cross-coupling terms. As seen in Fig. 4, our
choice of parameters leads to �X1

/�X2
=5=�X2

/�X3
, so that a

signal of frequency � which causes the X1-array elements to
entrain at frequency �X1

=� /3 is, finally, down-converted to
�X3

=� /75 at the output of the X3 array.

V. BIFURCATION ANALYSIS

In order to quantify the actual mechanisms for the exis-
tence and stability of the various frequency down-conversion
patterns, we now carry out a bifurcation analysis, employing
the numerical computation package AUTO �10�. We consider,
for clarity, the case N=3, M =2, although the analysis can be
readily extended to larger networks as well as networks with
different interarray coupling patterns. Holding �1 fixed past
the critical value �1c�=a /2� that is required for the X1 array
to oscillate, we obtain the two-parameter bifurcation diagram
�solid curves� shown in Fig. 5. Five distinct regimes are de-
picted in that figure. �I� Supercritical regime: both arrays
oscillate in a TW pattern. But as �2 increases, the frequency
of the X2 array ��X2

� locks, during certain intervals of �2,
onto various submultiples of the frequency of the X1 array
��X1

�—i.e., �X2
=�X1

/m, where m=2,5 ,11,17,23. Figure 6
illustrates the actual intervals of frequency locking. �I�� Two
in-phase regime: wherein two oscillatory units �of each ar-
ray� share the same phase and same amplitude, but the third
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FIG. 4. Frequency down-conversion of an ac signal to 1/75th of
its original frequency via a network cascade of M =3 coupled ar-
rays. The X1 array receives the input signal with frequency
f =0.0066 Hz; it then generates a TW pattern of oscillations with
frequency f /3=0.0022 Hz. The X2 array, in turn, down-converts the
frequency of the TW pattern by a factor of 5. A third array X3

lowers even more the frequency of the TW pattern to f /75
=0.000088 Hz. Parameters are N=3, M =3, ��1 ,�2 ,�3 ,cx12

,cx23
�

= �0.51,0.3,0.3,0.14,0.14�, �=2�f =0.04188, and �=0.01.
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one is out of phase by �. This pattern of oscillation has been
predicted in related work �11�. �II� Subcritical regime: fre-
quency down-conversion by 1/2 ,1 /5 , . . . ,1 / �3k−1� �where
k=1,2 ,3 , . . .� of the frequency of the X1 array. By setting the
X2-array coupling below the critical coupling ��2=0.4	�c�
and varying the frequency of the X1 array, we find that these
frequency down-conversion rates form a well-defined parti-
tion of the cxy-frequency �X1� plane, as is shown in Fig. 7.
The size of each partition seems to get smaller as the fre-
quency down-conversion rate increases, in a manner that is
reminiscent of the well-known Arnold’s tongues. �III� En-
trainment regime: frequency locking of each individual yi
element to its corresponding xi element. �IV� No oscillations
regime: oscillations do not exist and the system settles, in-
stead, to a steady state. Note that the boundary curve that
separates region II from I� is not an actual bifurcation curve.
Moving from region II to I� does not change the character-
istics �frequency and amplitude� of the oscillations; rather,
only the phase of the TW pattern found in region II changes,
with two of the units entraining their phases while the third
unit oscillates out of phase by �. We show this boundary
curve for completeness purposes, however.

For larger values of the coupling strength in the X2
array—i.e., past the critical coupling—the partition of fre-
quency down-conversion rates changes as can be observed in
Fig. 8.

Next we compute an analytical expression for the critical
cross coupling cxy curves shown in Fig. 5 �solid curves�.
From numerical simulations we know that, at the onset of the
oscillations in the X2 array, only one element �y1, say�
changes while the others remain in an upper or lower state
y2m �i.e., the elements evolve in sequence�; in previous work
�6�, y2m was found to be ��=1 for simplicity�

y2m =�a + 2�2

b
+

cxyx1m

2�a + 2�2�
. �8�

The X1 array exhibits similar behavior except that the ampli-
tude of the applied ac signal replaces the cross-coupling
term:

x1m =�a + 2�1

b
+

�

2�a + 2�1�
. �9�

Using Eqs. �8� and �9�, the evolution of y1 �from Eq. �6�� is
given by
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FIG. 5. Regimes of frequency relations �see text� between the
two coupled arrays X1 and X2 of the network of overdamped Duf-
fing elements shown in Fig. 1. Solid curves are obtained numeri-
cally via AUTO; dashed curves are computed analytically.
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y1 = �a + �2�y1 − by1
3 + �2�y2m� + cxyx1m. �10�

Then, following the techniques developed in �6�, we arrive at
the following expression for the critical amplitude:

cxy
c x1m = �F0 − �2y2m� + k1
�2��cxy

c x1m�2 − �F0 − �2y2m�2��1/3,

�11�

where F0=�4�a+�2�3 / �27b�, � is the frequency of the ap-
plied ac signal, and k1 is a fitting parameter. The three roots
for cxy

c in Eq. �11� are

cxy
c =

F0 − �2e

�1 + �2f�x1m
,

cxy
c =

1

x1m
�2�F0 − �2e��1 + �2f� + k1

3�1 − �2f��2

2�1 + �2f�2

±
�k1

3�2�8�F0 − �2e��1 + �2f� − k1
3�2�1 − �2f��

2�1 + �2f�2 � ,

�12�

where e=��a+2�2� /b and f =1/ �2�a+2�2��. The first root
represents the separation between the nonoscillating regime
IV and the multifrequency region II. The positive of the two
conjugate roots defines the boundary between the supercriti-
cal regime I and the two in-phase regime I�. Since the cou-
pling constant cannot be imaginary, we obtain a lower bound
for the fitting parameter k1, which is given by

k1 �
2���2e − F0��1 + �2f��1/3

��2f − 1�2/3�2/3 � 2
 . �13�

Next there is a curve that separates the entrainment region III
from the subcritical region II. The analytical expression

cxy =
4a3

27�a + 2�1�
+ �2�4a

3b
�14�

was found by transforming the governing equations for the
X2 array into polar coordinates and then applying the tech-
niques similar to our earlier work �6�. The analytically ob-
tained boundary curves, with k1=3.8
, are shown �dashed
curves� in Fig. 5.

VI. CONCLUDING REMARKS

We have used a model-independent approach that empha-
sizes the symmetries of a network of coupled Duffing ele-
ments to demonstrate the idea that certain frequency down-
conversion patterns can be induced by the network
topology—i.e., the number of elements and type of coupling.
The proposed coupling schemes extend to larger networks
where even lower-frequency down-conversion ratios can be
achieved. The frequency down-conversion described here
may have many applications in communication and signal
processing where converting a high-frequency signal down
to a lower frequency is desirable to avoid the limitations
�mainly speed� of ADCs, for example. The down-conversion
effect is direct, very fast, efficient, and avoids a noise floor
that could be introduced by the generator of the heterodyne
signal. By suitably adjusting the array and coupling topolo-
gies, the down-conversion ratio in any given application can
be readily adjusted to 1/m �m integer�. Experiments, carried
out on a network of coupled overdamped Duffing elements
�the underpinnings of an electric field sensor �6�� have vali-
dated all the results of this paper; the experimental results
will be presented in an upcoming �longer� article.
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